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Abstract— The human eye focusing is one of 
the most important tasks in the cognitive process 
of scene interpretation. The ability to estimate the 
focusing regions may vary according to the used 
algorithm and the image being analyzed, bringing 
a satisfactory efficiency in a specific set of 
images. This paper studies 9 methods proposed 
in the last decade, using 21 different features, 
discovering relations between the information 
within the images and the efficiency of the 
prediction. Using a supervised database, this 
paper shows that dispersion features for intensity 
data and color are more significant for the method 
efficiency than those based only on the average of 
the data. Besides, this paper proposes and 
analyses the capacity of Machine Learning 
techniques in identifying patterns inside the 
original images and selecting the most 
appropriate method to estimate focusing points. 
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I.  INTRODUCTION  

The large volume of digital information available 
has increased exponentially, mainly due to the 
progress of hardware and software technology. As the 
quantity of data grows, the request for a management 
for that data also grows.  

Many of these digital data are in multimedia 
formats, such as videos, audios, and images. The 
presence of multimedia in our lives also grows each 
day, so does the need of automating visual tasks. 
However, these tasks are not so trivial to implement 
since the interpretation of the visual content is one of 
the major challenges. 

At first, this interpretation takes into consideration 
only a few sets of low-level features contained in the 
image: color, intensity, shape or texture. Models based 
on these features showed a limited accuracy when 
compared to a human interpretation. 

Although, it is known, based on neuroscience 
researches, that many other features are essential for 
a scene interpretation, some of them are: context, 
previous experiences, previous attention and so forth. 
All these new features require a deep study for a clear 

comprehension so they can be used on a 
computational model in an efficient manner. 

Among the features that can be studied, there are 
human ocular focus regions, of which, in most cases, 
match with regions of interest [1. 2. 3. 4]. Because of 
that, for 25 years, computer scientists develop 
techniques to predict such regions. 

The efficiency of today's automation techniques to 
predict the focal point vary according to the image 
class. However, it is still uncertain which image 
features causes the computational methods to have 
poor performance. Today it is possible to select the 
best method only when comparing with the human 
pattern obtained by eye tracking equipment. 

Surprisingly, the focal mechanism that controls the 
eye movement is independent from the image 
processing in the temporal and parietal areas of the 
brain. Showing that, even blindly, the eye still focuses 
into determined areas, possibly attracted by features 
as color contrast or intensity. However, the temporal, 
occipital and parietal cognitive areas significantly 
influences the fixation, it is then a fundamental element 
for automated methods.  

In the last decade, several methods appeared with 
the propose to predict the human focus point in an 
automated way, mainly in a natural scene. Although, it 
is still not clear which method is the best to predict 
those points. 

Looking forward to a comparison between the 
methods, in this paper it was selected 9 principal 
methods chosen by your acceptance in the scientific 
literature. They were tested for 21 different features, 
under the same image database, making possible this 
comparison. It was made an election of the best 
method, accordingly to the class of the image it was 
submitted to.  

In this paper will be presented four main 
contributions: first, the study of which image features 
influence the most in the efficiency of the prediction; 
the second contribution is the study of which are the 
present patterns in regions focused by humans; the 
third is the analysis of today's methods performance as 
they process complex images; the fourth contribution 
is the creation of a neural network to select the best 
method to be used. 
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II. RELATED WORKS 

Researches on the Visual Attention areas have 
been evolving with the years and now it is now an 
active part in Computer Vision area. These researches 
try to reproduce automatically the human attention 
model. The term Attention correspond to all factors 
that influence the selection mechanism [5], visually 
refers to the areas focused by the human retina. With 
the advanced studies of the psychophysical area, it is 
known that the attention regions are related with the 
Regions of Interest (ROI), as presented in [1, 4, 6], 
showing the importance of the focus on reaching an 
objective, either it being an interpretation or the search 
for something. 

Once the attention points are predicted, several 
applications appear, like: image segmentation [7], 
rendering [8], compression [9, 8, 7] and image testing 
for publicity [10], so forth. 

However, even with the evolution of the studies and 
automatic methods of prediction of the focal points, 
some factors still make an efficient prediction difficult. 

The study presented in [11] identified the existence 
of image classes of which the prediction techniques 
present a low consistency of the human visual focus. 
That is, they do not show a pattern among the 
observers. In both cases, the factors that cause this 
variation are unknown. 

Fig. 1. Adapted from [11] 

 

The Fig. 1 shows some images grouped by the 
performance of the methods of prediction and the 
human focal consistency. In the upper-left quadrant 
there are images where a big consistency on the focal 
points is found, but the automatic models presents a 
higher accuracy in the prediction. In the bottom-left 
quadrant humans present a good consistency, but the 
automatic models show a poor performance. In the 

upper-right, humans present a higher focus dispersion, 
like the automatic models. And in the bottom-right 
quadrant both present low consistency and 
performance. 

The following discuss with more details the 
concepts and the related works of those prediction 
techniques.     

There are 3 main mechanisms or attention models 
that influence the areas of an image that must be 
focused: bottom-up, based on features of the scene; 
top-down, determined by cognitive phenomena as the 
knowledge, previous experiences, expectations or 
objectives; and the hybrid models, using both bottom-
up and top-down [5]. 

The bottom-up model is based on local features of 
the scene. For instance: color, intensity, orientation, 
symmetry, and others. The use of low-level features 
makes the bottom-up a fast and involuntary 
mechanism. 

In the paper of Nothdurft [12], an example of a 
bottom-up attention is illustrated: an image of a 
horizontal bar among vertically oriented bars was 
presented to volunteers. It could be observed that the 
attention was immediately drawn to the horizontal bar. 
In this example, only local stimuli factors determined 
the human focus, free of the cognitive influence. 

 

Fig. 2. Shows the hierarchy of the Visual Attention 
Models. Adapted from [5] 

Although, there are other factors that influence a 
region to be focused besides stimulus. Those are 
cognitive factors, that are based on the context or the 
specific human task. The top-down model considers 
these factors in its prediction. Because of your 
complexity, the top-down model is slow [13, 14]. 

Examples of top-down elements that draw human 
attention are [11]: faces, parts of a face, human 
beings, texts, horizons, interaction between the objects 
and surprise elements. The focused region can also be 
influenced by a specific objective. A good example of 
the focal behavior oriented by an objective was the 
one identified in an experiment of Yarbus et al in [15], 
which presented to several observers an image 
containing people in a room. Each volunteer had been 
questioned previously about the features of the image 
that was going to be shown, for example: “What is the 
average age of the persons in the picture?”, “What is 
the average purchasing power of those people?” and 
others without any question. As a result, each group 
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presented a distinct eye movement. Those asked 
about the purchasing power focused on the wearing, 
those asked about the ages focused on the faces. 

As both factors bottom-up and top-down influence 
the focused region, the latest prediction techniques 
use the hybrid model. They consider both cognitive 
and stimuli factors. 

Next, the main prediction techniques described 
previously are presented with more detail. 

The most common way to predict the human 
attention points is with Saliency Maps, which are 
images of intensity, where the regions with higher 
value (normally the brighter ones) have high probability 
of focus. The Fig. 3 exemplify original images with the 
overlapped fixation points and the saliency maps 
automatically generated respectively in the second 
row. 

 

Fig. 3. In the first row examples of images with 
human fixation points. Adapted from [16] 

 

The GBVS (Graph-Based Visual Saliency) is a bottom-
up technique that uses the graph structure, despite the 
chain principle by Markov to predict attention points. 
This technique was proposed by Harel [17], and 
presents 3 main stages: (i) extraction, where is 
extracted a vector of features or saliency maps; (ii) 
activation, where is created a “activation map” using 
the feature vectors; and (iii) normalization, normalizes 
the activation maps and combine them in a unique 
map. 

In the results of [17] this method presented an 
improvement in the capacity to predict the focal points. 

The saliency model Context Aware try to detect 
regions of the image that are enough to interpret it. 
According to Goferman [18], the saliency regions can 
contain not only objects, but the background as well, 
with the condition that the background helps the 
identification of the context. 

The Fig. 4 presents the difference between the 
concepts of object and saliency context. For the 
original images presented in the first line, users 
described the scene in distinct ways which are 
presented in the second line of the Fig.. Later, it was 
extracted from the image saliency objects (row 3) and 
the region showed by the Context Aware (row 4). Note 
that the background was used to interpret the image, 
except the first image. 

 

 

 

 

Fig. 4. Difference between objects and saliency 
regions to scene interpretation. In the first row are the 
original images. In the second, descriptions made by 

users. In the third row, the saliency objects. And in the 
last row the region given by the Context Aware method 

with context information. Adapted from [11] 

 

To create a map that uses the background, the 
Context Aware is based on 4 psychology principles: (i) 
low level information, as contrast and color; (ii) global 
considerations; (iii) gravity center, in which the salient 
pixels must be grouped. 

The Weighted Maximum Phase Alignment Model 
(WMAP) was proposed by [19] and is based on 
processes in frequency. 

The saliency maps generated by the model are 
result of a sequence of processes realized in 3 stages: 
initial stage, analysis stage and system output. 

In the first stage, the colors in the RGB system are 
decomposed in 3 less related channels, with the PCA 
technique. Later the Spectral Whitening filter is used in 
the frequency domain. In the second stage, it is 
analyzed the maximum alignment of the local level of 
each pixel. In the last stage, the three channels are 
combined in a unique saliency, and a Gaussian filter 
finalizes the map. 

The model for creation of saliency maps Adaptive 
Whitening Saliency (AWS), proposed by [20], based 
on invariant features of scale and orientation. 

In the saliency map creation progress, the channels 
Red, Green and Blue from the RGB system of the 
original image are split and processed individually. 
Later, each decomposed channel (Whitening 
transformation) is converted to the frequency domain, 
where its invariant features of scale and orientation are 
extracted. Returning to the spatial domain, through the 
inverse Fourier transform, the maps are joined and 
normalized in a single saliency map. 
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The central saliency map is unique to all images of 
the same dimension, not depending on any feature of 
the scene content for it creation. This map is computed 
assuming the maximum of 1 to the saliency value in 
the center of the image, and as the point distances 
from the center, its intensity decreases following the 
Gaussian equation below: 

𝑆(𝑑) =
1

𝜎√2𝜋
𝑒
−(𝑑)2

2𝜎2                                                   (1) 

Where d stands for the distance, in pixels, from the 
analyzed point to the center of the image and 𝜎  is 

given by min⁡(
𝐻𝑒𝑖𝑔ℎ𝑡

4
⁡ ,
𝑊𝑖𝑑𝑡ℎ

4
). 

 The central saliency maps can be applied as bias 
to the traditional prediction maps, combining them in a 
single map. This union occur with the following 
equation: 

𝑀𝑎𝑝𝑛𝑒𝑤 = ⁡𝜔 ∗⁡𝑀𝑎𝑝𝑐𝑒𝑛𝑡𝑟𝑎𝑙 + (1 − ⁡𝜔) ∗ ⁡𝑀𝑎𝑝𝑠𝑎𝑙𝑖𝑒𝑛𝑐𝑦⁡⁡(2) 

Where is an input parameter that represents the 
weight given to the central map after the combination.
 In the study [11], it was identified that the central 
model raises the performance of most maps. Reaching 

the maximum point at 𝜔 = 0.8. This proves the high 
influence of the central map when focusing an image. 

There are many features that can be extracted from 
images, some of them are: color, texture and intensity. 
It is possible to extract the same feature in different 
ways.  Many attention methods created their own 
feature extraction model to predict focal points, such 
as not only those cited previously but also orientation 
[21]; symmetry [22]; texture [4]; face detection [23]; 
entropy [24]; Wavelets [25]. Hence each method is 
specialized in predicting attention points from different 
image classes. 

Intuitively, humans need distinct features to 
recognize Regions of Interest, according to the image. 
In the Fig. 5 are shown some examples of different 
images. Feature extraction can also be used to 
comprehend and group classes of images. In this 
paper some features are be used in a learning process 
to discriminate and classify images in groups 
accordingly to the method prediction accuracy on 
them. Next, the image features used in this paper will 
be described. 

Intensity is one of the most used features in the 
image processing and correspond to the gray scale of 
an image. The most traditional way to represent it is  

 

through the histogram of grayscale intensities. One 
extension of this feature is the color space, frequently 
modeled as a 3-dimensional space as RGB and HSV. 

Another common metric is the area of a region and 
can be computed counting the number of pixels inside 
a certain area. 

One can use the color/grayscale histogram as a 
probability distribution and compute the entropy as a 

metric to evaluate how distributed the information of 
the image is. The Shannon entropy on a gray scale 
image is given by 𝑆 = ⁡−∑𝑝(𝑋) log 𝑝(𝑋), where X is 
the array of region intensity and p(X) the probability to 
occur each intensity value. 

In a binarized image taken from a saliency map one  

Fig. 5. Diversity of images and features. 

can count the number of disconnected regions to find 
how many regions are in focus. 

All these described methods play an important role 
to describe information from image. However, these 
metrics cannot be taken alone without some learning 
algorithm. In the next paragraphs, it will be described 
some learning techniques. Machine Learning is a field 
of Artificial Intelligence that is composed by several 
algorithms and techniques that given a certain data 
can learn, or, improve the execution of a task or 
problem solution. These algorithms are classified in 
some distinct models, defined by the learning process 
characteristics. The main models are: (i) supervised 
learning, (ii) unsupervised learning and (iii) 
reinforcement learning. [26] 

In Visual Attention, few applications using learning 
techniques were used to predict focal points. It was 
used in the paper proposed by Brecht e Saiki [27], 
where the Itti and Koch [28] model were extended 
implementing neural network. 

Another possible application of machine learning is 
to evaluate the most accurate technique to create a 
saliency map of a specific image. 

One of major advantage of a quantitative 
appraising methods in image digital processing is that 
one can eliminate subjectivity and make and standard 
efficiency criteria, which makes possible the 
comparison between methods in different works.  

In the MIT platform Saliency Benchmark, are 
shown several comparisons between the methods 
under 7 different appraising methods. Next are 
presented the most used methods: AUC, CC, And 
NSS. 

The Receiver Operating Characteristic (ROC) is a 
graphical representation of a binary classification 
performance [29].  The behavior of the ROC curve 
indicates the accuracy of the classifier as its sensibility 
is changed. The AUC (Area Under Curve) is commonly 
used as an appraiser of the system or the tested 
model. Assuming 1 to the maximum efficiency and 0.5 
to random classification. 

In the saliency map, each pixel over a threshold is 
considered a point where the ocular focus occurs, 
otherwise there is no focusing. Correspondingly in the 
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human map, the pixels of the same location are 
considered as a base to classify the point as a focus 
point (positive) or not (negative) [30. 23]. 

Correlation Coefficient (CC) is a common metric 
used to compare two images. When the CC between a 
saliency map S and the golden pattern G is computed, 
it is possible to find how correlated these two maps 
are. The CC between the maps is given by: 

𝐶𝐶(𝐺, 𝑆) = ⁡
∑ (𝐺(𝑥, 𝑦) − ⁡𝜇𝐺) − (𝑆(𝑥, 𝑦) − ⁡𝜇𝑆)𝑥,𝑦

√(𝜎2𝐺 ∗⁡𝜎2𝑆)
⁡⁡⁡⁡⁡(3) 

Where 𝜇𝐺 and 𝜇𝑆⁡are the average of every pixel in 
the human map G and the calculated S, respectively.  

𝜎2𝐺⁡and 𝜎2𝑆, respectively, the variance of the G and 
the S. 

One characteristic of CC metric is that it ranges 
between -1 and 1, respectively a complete inverted 
correlation or a direct correlation. When no correlation 
is found, CC is 0. 

The NSS (Normalized Scanpath Saliency) [31] 
evaluate how distinct the focus region is in relation to 
the whole map, allowing the inference to the saliency 
map accuracy. Saliency maps that have high intensity 
in both focus region and in others image areas do not 
have a satisfying NSS. It indicates that all regions are 
being focused, and that is not true. Ideally, a good 
saliency map has high intensity in the focus regions 
and low intensity in the rest of the regions. The NSS 
can evaluate the precision of a saliency map. 

The Fig. 6 shows a good example of NSS. The first 
stage to be executed is the transformation of the 

saliency map S into a normalized 𝑆𝑛𝑜𝑟𝑚 with average 
of 0 and standard deviation of a unit, following the 
equation below: 

𝑆𝑛𝑜𝑟𝑚(𝑥, 𝑦) = ⁡
𝑆(𝑥.⁡⁡𝑦) − ⁡𝜇𝑆

𝜎𝑆
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 

 Where the 𝜎𝑆 is the standard deviation of S. 

With the normalized map, the average of intensities 
in the focus points of the golden pattern is extracted. 
Given that F is the set of n points focused by humans, 
the NSS value is given by: 

𝑁𝑆𝑆 = ⁡
∑ 𝑆𝑛𝑜𝑟𝑚(𝐹𝑖)
𝑛
𝑖=1

𝜎𝑆
                                           (5) 

If the NSS value is high, the map precision is also 
high. If the value is equal to 0, the prediction level will 
be random, because it is in the average of the others 
image areas. 

The NSS value represents how many standard 
deviations the average of the focal points is above or 
below the random level. Thus, there are no direct 
relation between the NSS metric and a quality value. 
This measurement should be used comparatively 
between methods, indicating the most accurate of 
them. 

III. PROPOSED METHODOLOGY 

In computer vision area several methodologies 
were developed in order to automatically identify 
which areas will be focused by humans during a 
scene interpretation. Although, none of them stands 
out from all image classes, since the prediction 
accuracy vary according to the technique and the 
image type [11]. A methodology that support the 
factors that influence the focus and the selection of 
the most appropriate prediction model according to an 
image, improves the prediction capacity of the focus 

regions.  

Fig. 6. An illustration of NSS method. (a) Original 
image. (b) Normalized Saliency Map at an average of 
0 and standard deviation of 1. (c) Intensity histogram 
of the Saliency map and the average on the focusing 
points. In the example, the points that correspond to a 
human focus are 1.440 standard deviation above the 

average. Adapted image from [31] 

 

Fig. 7 presents a methodology proposed in this 
paper. This methodology creates information for 2 
main tasks: (i) features analyses thought the search of 
features patterns within the scene; and (ii) method 
selection, which is based on a neural network 
classifier trained to find out what is the best technique 
to analyze a scene. With this architecture, it is 
expected to obtain the information needed to 
comprehend how the  
 
 
features within the scene influence the attention 
model and the computational prediction techniques.  

Fig. 7. Methodology architecture. 
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Moreover, we expect to increase the efficiency of the 
predictions through the automated selection of the 
best model to generate saliency maps. 

Next, we will describe the database used in this 
work and the stages of the methodology. 

In this paper, it was chosen a supervised image 
database which enables the comparison of the results 
of this paper with others of this area, also allowing a 
quantitative evaluation when compared to the human 
pattern. 

Therefore, it will be used the images from the 
Massachusetts Institute of Technology (MIT) database 
[32] composed by 1003 images in which 1000 of them 
are natural images and 3 are artificial. All images have 
a respective human saliency map with data of the 
attention points, captured through the monitoring of 
the observer's eye during the interpretation. 

 In Fig. 8 some examples of images of this 
database are shown with its respective saliency map. 
Nowadays, there are others image databases with 
focal points capture, as presented in [22, 33]. 
However, they have a reduced number of images or 
have a specific context, so it cannot be used to have a 
more general training. 

  

Fig. 8. Sample of the images from the database 
used in the paper and its saliency maps. 

 

 The goal of the first stage of the methodology is to 
create saliency maps for each image of the database. 
Altogether, there will be 9 saliency maps for each 
image, one obtained from each method. 

Therefore, for each image 𝐼𝑘 of the training set of 
images I = {𝐼1, 𝐼2, … , 𝐼𝑛} , 9 saliency maps will be 
generated 𝑆𝑖,𝑘  (where i ranges from 1 to 9 and k 

ranges from 1 to n), 5 automatic saliency maps ( AWS, 
Context Aware, WMAP, Graph-Based Visual Saliency 
(GBVS) and central map ) and 4 combinations of the 
same 5 maps with the centralization map, except itself. 
It will be used weight w = 0.8 for the centrality map in 
the combination with the others. 

All maps will be normalized after its creation so they 
have intensity in the interval [0, 1]. Therefore, the most 
intense point in the map will have value of 1 in the 
normalized map, and the less intense point will have 
value of 0. 

 The 9 saliency maps generated in this stage intend 
to point the regions that was focused by humans. 
However, to confirm its accuracy, these maps will have 
its efficiency analyzed using the criterion described in 
the next paragraphs. 

The prediction accuracy of an automatic focal 
points map varies with the used technique and the 
analyzed image. To quantify this accuracy, it is 
necessary to compare each output with the pattern 
generated by humans, captured with an eye tracking 
equipment.  

 In this stage, the maps generated in the previous 
stage will be evaluated on how much they were close 
from the human pattern. So, the saliency maps 𝑆𝑖,𝑘  will 

be compared with the golden pattern 𝐺𝑘 regarding 

image 𝐼𝑘. Each map 𝑆𝑖,𝑘 will be evaluated by 3 distinct 

efficiency metrics: AUC, CC and NSS. 

 In order to put all these metrics into a single one, 
we purpose Equation (6) as a final efficiency 
measurement. In this equation, the values of AUC are 
normalized by the expression |AUC * 2 - 1|, once the 
AUC ranges between 0 and 1, and 0.5 represents total 
randomness of the system. Thus, the original values 
as 1 (directly related) remains as 1, and 0 turns into -1 
(inversely related). 

 Another measure that might be normalized is 
the CC, once its values are between CC=1 (directly 
related) and -1 (inversely related), and 0 when no 
relation is found. The normalization assumes the value 
of |CC|. 

 On the other hand, the NSS can assume values in 
the real domain. Therefore, it is used as a weighting 
factor of efficiency in a high precision case of the 
saliency map. 

 The efficiency function 𝐸𝑓(𝐼𝑗 , 𝑀𝑘)  of an image 𝐼𝑗 

and a method 𝑀𝑘  is given by the average of the 
normalized values of AUC and CC, weighted by the 
NSS measure. 
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𝐸𝑓(𝐼𝑗 , 𝑀𝑘) = ⁡
|𝐴𝑈𝐶 ∗ 2 − 1| +⁡ |𝐶𝐶|

2
∗ 𝑁𝑆𝑆⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(6) 

The measures AUC, CC and NSS are calculated 
between the two maps, 𝑆𝑖,𝑘and 𝐺𝑘. Since the accuracy 

of all methods with all images of the database will be 
obtained, it is possible to conduct a supervised 
learning algorithm predict the technique that gives the 
best focal points for a specific image. 

Besides the learning algorithm, we can create a 
unique factor of prediction. 

That is, as previously said, it is known that there is 
a set of images of which the computational models 
have, generally, low prediction performance [11], even 
if each method has its own independent efficiencies 

𝐸𝑓(𝐼𝑗 , 𝑀𝑘).  

In order to identify the general efficiency of an 
image, the F factor was created. In this paper, the 

image factor of an image 𝐼𝑗  is given by 𝐹(𝐼𝑗), and is 

expressed by the average of all 𝐸𝑓(𝐼𝑗 , 𝑀𝑘): 

𝐹𝐼,𝑗 =⁡
∑ 𝐸𝑓(𝐼𝑗,𝑀𝑘)
𝑚
𝑘=1

𝑚
                                               (7) 

where 𝑚⁡is the total of models present in the set of 
all methods 𝑀. 

So, the factor 𝐹  represents the capacity of an 
image to have your focal points automatically 
identified, and without the use of the golden pattern, 

by computational attention models. 𝐹  can assume 
values from the real numbers and must be analyzed 
with other images.  

Several features can be used to describe an 
image, from features related to low level information to 
high level information. In feature extraction stage of 
the methodology, low level features will be extracted 
from the images of the MIT1003 database in order to 
represent and analyze them. 

Altogether 21 features will be used on this paper: 
 

1. Intensity - given by the average (𝐼)̅ and standard 

deviation (𝜎) of a gray scale image intensity level; 
 

2. Color - for each channel on the HSV, the 
following averages will be analyzed (CH, CS and CV) 

and their standard deviation (𝜎CH, 𝜎CS⁡𝜎CV); 
 
3. Entropy S - calculated over the intensity 

histogram; 
 
4. Number of Regions - number of regions 

disconnected over a threshold 𝜃; 
 
5. Area - percentage of the area size over a 

threshold 𝜃 in relation to the image size. 
 
The 𝜃 values used on the number of regions and 

area features are given in two different ways: (i) 
Adaptive - determined by the division of the intensity 

histogram by the K-means method (K = 2); (ii) 
Predefined - independent of the image, a threshold 
occur in the values {0.97, 0.95, 0.90, 0.70}, as it was 
used on Judd's paper [34]. 

Then, measures related to the number of regions 
and the area size are appended: 

 
1. Growth rate (regions) - given by the ratio of the 

quantity of existing regions on the image when 
limited to the thresholds of 0.70 and 0.97, 
respectively. 
 

2. Growth rate (area) - given by the ratio of the 
size of existing regions on the image when 
limited to the thresholds of 0.70 and 0.97, 
respectively. 

 
Overall, these 21 features will be analyzed on the 

experiments and so the input for the training network. 
 
It is known that some techniques are better in 

performance over a determined image class. 
Although, to determinate which technique is the 
indicated to a certain image without comparing to the 
human pattern is a difficult task. The training of the 
neural network creates a neural network with multiple 
intermediate layers to learn which method is the most 
indicated to predict the focal points of and specific 
image. 

 
With this in mind, 4 stages will be executed: the 

creation of the saliency maps; performance analysis; 
feature extraction; and the pattern training. 

 
The Fig. 9 shows the topology of the proposed 

network. The input layer will be composed by a set 

$E$ of 21 neurons, where each neuron 𝐸𝑐 correspond 
to an input of the feature 𝐶 extracted from the original 
image. The output layer will have 9 neurons referring 
to the 9 studied methods: AWS, Context Aware, 
WMAP, Graph-Based Visual Saliency (GBVS), central 
map, AWS + central map, Context Aware + central 
map, WMAP + central map and GBVS + central map. 

 
During the learning, the output neurons will have 

their errors computed based on the efficiency (𝐸𝑓 ), 

calculated previously by the evaluation step. Setting 
the best method with 1 and the others with 0. 

 
The definition of the network topology many times 

occur in an empiric way and is adjusted manually. 
However, on this paper we will create several random 
topologies inside a specific interval that do not exceed 
an execution time. There will be topologies with 3 
layers and 50 neurons by layer. The network with less 
error will be preserved for the next steps of the 
methodology. 
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Fig. 9. Representation of the neural network 
training. 

Once the training step build up the network, it can 
be used to suggest the best prediction method for any 
image. Note that, once the network is trained, even 
images that are not in the trained database can be 
used as input.  

Fig. 10. Images with high predictability factors 
(From 1 to 18) and images with low predictability 

factors (from 986 to 1003). 

 

Next, the indication stage is used to select the 
method that tends to have the best SM (Saliency Map) 
to a determined image, without the help of the human 
golden pattern. Two main steps occur in this stage: 
feature extraction and pattern recognition. 

All the features will be taken in the same way that 
occurs in the Training module. Therefore, it is possible 
to insert data on a previously trained neural network 
and compute the values of the output layer, using the 
feed forward process. Each neuron of the output layer 
represents the saliency map of an automatic method. 
Thus, it is possible to assume that the most indicated 
method is the one that has the higher value on the 
output neuron. 

After all the stages of the proposed methodology, it 
is intended to achieve the information necessary to 

understand how the 21 features influence the attention 
model and the computational prediction techniques. 
This also make possible to increase the prediction 
efficiency through the automatic selection of the best 
model to generate the saliency maps. 

 
 
 
 

IV. RESULTS AND DISCUSSION 

On the creation of the SM, 9 distinct prediction 
maps were generated to each image on the MIT1003 
database. These SM are compared to the human 
pattern and evaluated on how close they are from 
each other. 

The first two rows of Fig. 10 illustrate examples of 
images with highest predictability (F) (Fig. 10 from 1 to 
18). In the same way, the last two rows illustrate 
images with the smallest factors (Fig. 10 from 986 to 

1003). 

Fig. 11. The sorted images of MIT base with the F 
factor. 

 
For each image of the database, it is computed the 

prediction efficiency factor (F) as explained in Section 
3. Keep in mind that F factor represents how much an 
image can be better predicted in relation to the focus 
given by the prediction methods, the greater the F 
factor is, the easier the image can be predicted. 
Similarly, the smaller the F factor is, the harder the 
image can be predicted.  
 

The Fig. 11 shows the curve of the F factor on 
images from the database, that is, on the horizontal 
axis the images were sorted decreasingly in relation to 
F, which has its values on the vertical axis. According 
to this Fig., it can be observed that the decay is not 
too intense. Moreover, there is an initial peak and a 
final peak. This suggest that there are images that its 
focal region is really easy to predict, while in others 
the focal region is really hard. As an example, the 
Image 1 on the Fig. 10 has its background and the 
object well defined. On the other hand, the Image 
1003 does not seem to have a homogeneity of its 
objects in the scene.  

Considering all the 21 features, it can be observed 
how they behave on each image of the database. 
With this in mind, each one of the 21 subplots of the 
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Fig. 14 show the behavior of each feature individually, 
as the F factor decreases. 

Each of these subplots in Fig. 14 was built keeping 
the same order from the Fig. 11. However, on the 
vertical axis it can be observed the value of the 
respective feature. 

The features can have different behaviors for each 
image. For instance, Fig. 14 (a) shows the values of 
the average intensity feature, which is an example of 
low correlation with F. However, the Fig. 14 (f), refer 
to the standard deviation of the color values on the H 
channel of the system color HSV, which is an example 
of high correlation to F. Another example is the Fig. 14 
(i), corresponding to the entropy on the image 
intensity histogram. Both of them show some relation 
with the factor F; that is, once each subplot has on the 
horizontal axis a decreasingly curve, the studied 
features tend to relate positively with the factor F. The 
opposite is also true. So, the standard deviation of the 
values on the channel H and the quantity of regions 
over the threshold of 0.95 are inversely correlated to 
F. 

Other examples of features with high correlation in 
the Fig. 14 are: (b) intensity deviation, (h) channel 
values deviation V, (j) quantity of regions defined by 
an automatic threshold. The relation between the 
features studied and the factor F can be defined 
quantitatively by the correlation coefficient (CC). The 
CC can have values between -1 and 1. Assuming the 
value of 1 when the studied variables are totally 
related. A correlation totally inverse receives the value 
of -1. However, when the CC reaches the value of 0 
no relation exists. 

It is possible to analyze the CC in absolute values 
(|CC|), this shows how related the variables are, 
independently if it is a direct or inverse relation. 
 

Fig. 12. Behavior of the studied features on the 
images sorted by its average. 

 
The Table 1 shows all the features studied and the 

respective CC with the factor F, sorted decreasingly 
by |CC|.  Observing the table 1, it can be observed 
that the feature that has more relation with the level of 
predictability of an image is the standard deviation on 
the channel H, but in an inverse manner. This 
suggests that the smaller the color diversification in an 

image, the easier is to automatically predict the 
human focus. The same way, the higher is the color 
dispersion on the channel H in an image, the bigger 
are the difficulties to predict the focal regions. 

Besides the information on the color diversification, 
other dispersion features present as the most related 
with the level of predictability on an image, as the 
entropy of the intensity level and the standard 
deviation of the gray scale image and the channel V. 
All of them inversely related. On a subjective way, the 
high relation existing between these features happens 
because they represent the complexity of the scene 
with a lot of information diversity, despite of being 
used as base on the most of the automated methods. 

 
Next to the most correlated features, there are 

three features related to the number of disconnected 
regions. The first is when an image is "binarized" to an 
automated threshold and, the other two are images 
are thresholded with the fixed values 0.95 and 0.97. 
This suggests that when there is a spatial distance 
between the region of interest in a scene, the harder it 
is to the human focus detection. The opposite is also 
true. 

 

TABLE I.  PRESENTS THE CC BETWEEN THE STUDIED FEATURES 

AND THE PREDICTABILITY FACTOR F. ROWS ARE SORTED DECREASINGLY 

BY THE ABSOLUTE VALUE OF |CC|. 

 

      FEATURES CC |CC| 

      H (Deviation) -0.842 0.842 

V (Deviation) -0.776 0.776 

Entropy -0.762 0.762 

Intensity (Deviation) -0.760 0.760 

Number of Regions (auto) -0.748 0.748 

Number of Regions (T=0.95) -0.745 0.745 

Number of Regions (T=0.97) -0.735 0.735 

% Area (auto)   0.706 0.706 

Number of Regions (T=0.90) -0.658 0.658 

Number of Regions (T=0.70) -0.658 0.658 

Region growth rate 0.648 0.648 

% Area (T=0.97) -0.639 0.639 

% Area (T=0.70) 0.626 0.626 

Area growth rate 0.570 0.570 

S (Deviation) -0.508 0.508 
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      FEATURES CC |CC| 

% Area (T=0.95) -0.507 0.507 

Intensity (Average) 0.396 0.396 

S (Average) -0.352 0.352 

V (Average) 0.312 0.312 

% Area (T=0.90) -0.300 0.300 

H (Average) 0.006 0.006 

 
 
Analyzing the opposite values of |CC|, the average 

of the H channel stands out. This shows the 
independence of the level of the color dispersion to 
the focal prediction. The same occur to the average of 
the intensity and color on the channels S and V. 

Despite the relation with the factor F, the features 
can have relation between themselves. The Fig. 13 
shows the CC between the studied features. It can be 
observed as highly related features the standard 
deviation V with standard deviation of intensities and 
entropy with standard deviation of intensities, 
respectively 0.980 and 0.872. Although, the relation 
with the standard deviation of H is on another level, 
0.622, the same relation happens between the 
dispersion of the channels H and V. This suggests 
that color and regions with shadow of an image 
contribute on distinct forms to the focal prediction. 

 

 

Fig. 13. CC between the studied features and the F 
factor. 

 
It is also observed a highly relation between the 

fixed thresholds features and the number of regions. 
The same occur with percentage of areas and 
threshold changes. In an informal way, when 
analyzing the behavior of an image feature, it is 
possible to identify how they influenced the capacity of 
the method to predict the focus regions of the image. 
However, studying how these features behave on the 
focus points and in the rest of the scene can help us 
to comprehend what influences the focus to embed in 
automatic methods.  

The Fig. 14 shows the comparison between 11 
features inside and outside  

the human ocular focus area, on the images sorted 
by the factor F. The graphic on the left side of the Fig. 
14 (a) presents two overlapped curves. The green 
curve represents the behavior of the feature Average 
Intensity on the foreground, region focused by 
humans. On the other hand, the red curve represents 
the same feature on the rest of the image 
(background). The graphic immediately on the side 
(blue curve) represents the value given by the relation 
𝐶𝑓 ⊕𝐶𝑏. 

 
 

Fig. 14. Feature behavior studied on the focus 
region and outside it. 

 
It is possible to observe on this Fig. that the 

features do not have significant differences in the 
behavior inside and outside the human focus regions, 
as presented in the Fig. 14 (a), Average Intensity. It is 
observed that the average in the focus region and in 
the rest of the image are close to each other and there 
is no pattern related to the F factor. The same occur 
to the value averages on the channels H (f) and V (h). 
However, there is a tendency that suggests that, for 
that database, humans tend to focus on regions 
where the color are brighter, as shown in the Fig. 14 
(g). It is also possible to observe that as the saturation 
of the foreground and the saturation of the 
background get closer (blue curve), it is harder for the 
methods to generate the saliency maps. 

Some other feature behavior are: humans focus in 
regions with low entropy Fig. 14 (c) and with lower 
intensity standard deviation Fig. 14 (b) and on the 3 
channels of color HSV, respectively observed in Fig. 
14 (i), (j) and (k). Although, as the difference of 
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deviation and entropy between the focus regions and 
outside raises, the less efficient the automatic 
methods of prediction are. 

This suggests that other factors can be influencing 
the detection of attention points, such as spatial 
features. This can be observed in the Fig. 14 (d), 
where the number of disconnected regions focused by 
humans raises and the saliency maps get less 
efficient. This is related to the size of the focused area 
(e), once the human eye passes through a bigger 
image region to interpret it. 

Knowing the behavior and the performance of each 
prediction method is as important as knowing how the 
features on the images or the focus region behave. 
Identifying which classes of images each method has 
better performance can improve the overall results. 

The Fig. 15 shows examples of images and the 
methods that generate better saliency maps. Each 
image from the MIT database was grouped into 
columns accordingly to the method that generated the 
most efficient saliency map for it. Among the images 
from a certain group, it was sorted accordingly to the 
factor F. The biggest 5 efficiencies of each group were 
placed in the Fig. 15(rows). 

 
 

Fig. 15. Example of images grouped by the most 
efficient saliency map (columns). On the rows, 

decreasingly, are presented the best 5 images in 
efficiency. 

 
The Fig. 16 presents the feature behavior on the 

images from the same groups of Fig. 15. In each of 
these plots, the vertical axis corresponds to values of 
the features of each image in the respective group, 
sorted decreasingly by the factor F.  

It is possible to verify on this Fig. that the Channel 
H presented a relative low value of standard deviation, 
between 0.20 and 0.24, for all methods. Furthermore, 
the images that the central method had better 
performance always have a high number of regions 
and high entropy. That suggests that this method is 
the best to images with more elements and regions. 
 

The Fig. 17 shows a curve for each method. On 
the horizontal axis, the images are ordered 

decreasingly by the factor of focal predictability F, and 
in the vertical axis the values of efficiency Ef of each 
method, of which compares how close the saliency 
map generated by the prediction model is from the 
human map. Is possible to observe that the central 
model has the worst performance on images with 
higher F factors, although its decay is weaker than the 
others. Besides, on the harder images to predict the 
attention points, the best methods converge to the 
same level of the central model. 
 

Fig. 16. Feature behavior (rows) among all images 
that had the same method (column) as the most 

efficient SM generator. 

Such behavior indicates that, for complex images, 
the best a method can signalize is that the focus must 
happen in the center of the image, otherwise the 
effects of the model end up being less efficient. This 
behavior can be visualized on the Fig. 17, where all 
automate methods have a lower efficiency when 
compared to the central method. Until the inversion 
point, the studied automated models contribute to 
generate saliency maps closer to the human map, 
however, after this point, the efficiency tends to have 
the opposite effect: they are worse than simply 
indicate the center of the image as the region to be 
focused. Besides, there is a small difference between 
the automated methods with the center method, which 
indicates that the proposed models are not so reliable, 
the efficiency is due to the central model. 

 
Furthermore, one can verify the point when the 

central model starts to make a positive difference on 
the saliency maps. The points represented by circles 
indicate the when the methods without the central 
model crosses the respective methods with the central 
model. When this top-down crossing of the method 
without the central model occurs, it shows the when 
the centrality feature tends to influence positively the 
prediction model. This behavior can be seen in all 
models, except in WMAP, where the centralization 
factor always tends to contribute positively. 

With these results, it is suggested that the human 
focus is very influenced to the center and that this 
feature must be used to images with less efficiency. 

 

 

http://www.jmest.org/


Journal of Multidisciplinary Engineering Science and Technology (JMEST) 

ISSN: 2458-9403 

Vol. 6 Issue 1, January - 2019 

www.jmest.org 

JMESTN42352809 9407 

 

Fig. 17. Efficiency by method. In the horizontal axis 
images are sorted by its F factor, in the vertical axis 

the efficiency values Ef of each method. 

 
Considering that the saliency maps have distinct 

efficiency depending on the image and the method 
used to generate it, knowing how to indicate the best 
prediction method to a determined image without the 
human pattern can raise the efficiency of the 
applications that need to predict the ocular focus. 

With this in mind, in this paper it was proposed a 
neural network specialized to indicate which method is 
recommended to generate the saliency map. The 
topology of this network has 21 input neurons, 2 
hidden layers, respectively with 40 and 20 neurons 
and activation function. Besides, the network has 9 
neurons on the output layer, each one corresponding 
to a method. Thus, it is assumed that the most 
indicated method is the one with higher value on the 
output neuron. 

 
The Fig. 18 presents the accuracy of the proposed 

network. The horizontal axis represents the ranking of 
the indicated saliency map, in relation with the other 
SM. The vertical axis presents the accumulative 
percentage of the number of indications of the network 
until the referent classification. For instance, 47.96\% 
of the methods indicated by the network were actually 
the best possible. In an accumulative way, it is 
observed that 56.63\% of the indications of the neural 
network were between the first and the second best 
method. The same way, 63.01\% of the network output 
are among the 3 best and so forth. Once more than 
half of the indications do not point to the method with 
the best efficiency, it is suggested that there is a 
difficulty for the network to indicate the most 
appropriate method. 

 

Fig. 18. Curve with the accumulative percent of the 
indication ranking. 

The Fig. 19 shows the histograms of images by the 
focal prediction method. In Fig. 19 (a) there is the 
distribution of the images on the methods that 
generated the most efficient SM. Notice that the model 
GVBS is the best in performance to most of the MIT 
database, followed by AWS and Context Aware, both 
with the central model. On a similar way, it is expected 
that the indicated methods followed a similar 
distribution. Although, in Fig. 19 (b) it is verified that 
most of the output from the network indicates the 
GBVS method. This suggests that with the input 
features on the network, it was not possible to 
establish a separation hyperplane. So, the network 
chose to select the same method almost always, trying 
to minimize the error on the training stage. 

 

Fig. 19. Histogram of (a) the most efficient SM 
when compared to the human pattern and (b) the 

network response histogram. 

 
Thus, this behavior may suggest that the network 

needs more information or features in the input to 
separate the images in the correct methods. Another 
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possibility is to use other classifiers as the support 
vector machine (SVM). 

 

V. CONCLUSION 

This paper presented a study of bottom-up features 
of human focus in natural images. 21 features with 9 
methods of prediction were analyzed and compared to 
human notes to 1003 images of the MIT1003 
database.    

Experiments were conducted to study the Visual 
Attention Model under 4 main questions: (i) How the 
features present in the image influence the efficiency 
of the saliency maps (SM)? (ii) What are the behaviors 
of the features on the ocular focus regions and in the 
rest of the image? (iii) How the individual behavior of 
the prediction methods acts as the complexity of the 
scene raises? (iv) Is it possible to analyze an image 
and indicate the best method to predict its focal 
points?  

For the efficiency measurement we proposed the F 
factor, which measures the capacity of the focal 
regions of an image to be predicted by automated 
methods. 

After sorting the images decreasingly in relation to 
the F factor, it is noticed that the studied database has 
3 groups of images. The first group has a high F factor; 
the second has an average F factor; and the third 
group has a low F factor. The main observation on this 
database is that the average F factor group is much 
bigger than the others. 

This sorting technique was used to analyze several 
factors. It was noticed that features as entropy, 
intensity standard deviation and colors on the 
channels H and V have a strong relation with the F 
factor. A particular case is observed to the channel H 
of the HSV system. In this case, the smaller the 
dispersion on this channel is, the bigger the F factor 
is. Its average, on the other hand, is the feature that 
less relates to the F factor. This indicates that smaller 
diversification of colors helps the prediction. 

Also, on the studied features, the dispersion 
measures tend to be more related to the F factor, 
while the centrality measures tend to have less 
relation to the F factor. This suggests that, the bigger 
the variety of information on the image, the more 
complex the predictions are to the automated 
methods. 

Besides, the spatial features, as the number of 
disconnected regions, have a strong relation with the 
F factor. Assuming that the number of regions relate 
to the number of objects on the scene, having fewer 
objects on the scene seems to make the prediction 
easier. 

This paper presented an evaluation of region 
features where the ocular focus happened and in the 
rest of the image separately. 

With an independent analysis, for the MIT1003 
database, the humans visualized the regions that had 
the brightest colors.  

Furthermore, there are visible differences on the 
entropy value in foreground and background regions. 

The background entropy tends to be bigger than the 
focused region. This suggests that even in images 
that have a high volume of information, the humans 
can distinguish the background and focus on the 
regions of interest. Despite the entropy, the same 
patterns can be noticed on the standard deviation on 
all 3 channels of the HSV system. 

However, as the difference between the deviations 
and the entropy grows, the less efficient the 
automated methods are. This suggests that other 
factors can influence the capacity to detect the 
attention points, like the spatial features, or scenes 
that have more than one region of interest. Because 
of this, it is possible to notice that as the number of 
focused images grows, the less efficient the prediction 
methods are. 

This behavior suggests a relation between the size 
of the focused area and the number of regions, once 
the human eye passes through a bigger area while 
interpreting the scene. 

Considering these behaviors, is possible that 
newest methods uses the region of interest to have 
better efficiency on the Saliency Map.  

 On the analysis of the saliency methods models, 
each image of the MIT1003 database was grouped 
according to the method that best created a saliency 
map to the respective image. The studied features 
were compared among the groups of each method. 

On this comparison, it can be noticed that the 
centrality method reaches high efficiencies to images 
with higher entropy. On the other hand, it can be 
noticed that the methods without the centrality model 
lose efficiency on more complex images, they can 
even be worse than the centrality model. 

All these factors suggest that, to images that are 
hard to predict the focus, the best strategy is to 
indicate the center of the image as the focus region. 
This fact can take advantage of the tendency of 
images being centralized on the region of interest. 

 With the intention to have an indication of which 
method is better to which image, on this paper a 
neural network was created, it has as input the 
features within the scene and as output the indication 
of one of the 9 methods used in this paper. 

Evaluating the accuracy of the network, it was 
noticed that more than half of the indications do not 
select the method with the bigger efficiency. Besides, 
there is a dense concentration of indications to the 
method GBVS. 

Therefore, this behavior points that was not 
possible to establish a separation hyperplane between 
the methods that would generate the best SM to a 
specific image. So, new features or classifiers can be 
considered to achieve an efficient classification, with 
higher accuracy. 

 This paper proposed a methodology to analyze 
which features influence the focus and the efficiency 
of the methods, and how they do it. As result of this 
analysis, behaviors that can be used on next papers 
were found. For example, on new prediction methods 
or a more efficient selection of method. 
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It is possible to explore new prediction models that 
use the patterns found on this paper. Thus, 
techniques that maximize the difference of entropy 
and intensity of the channel H and V on the saliency 
regions of the image can be developed. Besides, 
these techniques must grant bigger saturation level on 
the attention points and the minimum of disconnected 
regions. 

 In this paper we also noticed that, on an image 
with high predict capacity, the centrality model harms 
the saliency map. However, on more complex images 
the centrality model helps on the prediction. This way, 
new researches that propose an adaptive selection of 
weights on the model may have promising results. 

New automated method selectors can be explored, 
in order to reach better performance. In order to 
achieve good results, there are 3 possible 
approaches: the first one, expanding the input 
features, using high level features also, as face 
detection; the second approach is using others 
classifiers, for instance the SVM (support vector 
machine); and the third is the possibility to study the 
patterns and develop a method selection through the 
features found on the saliency maps, and not only on 
the original images. 
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